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Abstract—The millimeter wave (mmWave) band offers vast bandwidth
and plays a key role for next generation wireless networks. However,
the mmWave network raises a great challenge for user association and
scheduling, due to the limited power budget and beamformers, diverse
user traffic loads, user quality of service requirement, etc. In this paper,
we propose a novel framework for user association and scheduling
in multi-base station mmWave networks, termed the clustering Based
dOwnlink UE assOciation, Scheduling, beamforming with power al-
locaTion (BOOST). The objective is to reduce the downlink network
transmission time, subject to the base station power budget, number of
beamformers, user traffic loads, and the quality of service requirement at
users. We compare BOOST with three state-of-the-art user scheduling
schemes. On average, BOOST reduces the transmission time by 37%,
30%, and 26%, and achieves a sum rate gain of 56%, 43%, and 34%,
respectively.

Index Terms—mmWave networks, user association, user scheduling,
clustering, power allocation.

1 INTRODUCTION

The proliferation of intelligent wireless devices is remark-
able. By the prediction of Ericsson, there will be 29 billion
IoT (Internet of Things) devices by 2022, and the mobile
data traffic will grow 35% annually through 2024 [1]. To
address the phenomenal traffic growth, a key objective of
next generation wireless networks such as 5G is to provide
significantly higher bandwidth. Due to the scarcity of the
sub-6 GHz spectrum, it is not possible to achieve this
objective by expanding traditional cellular bands within this
spectrum range. Hence, the millimeter wave (mmWave) band
between 20 and 300 GHz becomes the front line to provide
vast bandwidth and low latency needed by next generation
wireless networks [2]–[4].

While the mmWave band promises much higher band-
width, it also raises a technical challenge. The much higher
frequency results in an additional path loss of 20 − 25 dB
by the physics law, compared with traditional sub-6 GHz
cellular bands [5]. Thus, to make mmWave communications
practical, i.e., achieve a practical range under such a severe
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path loss, a critical technology, beamforming, is needed. It
uses a reconfigurable antenna array, and controls the am-
plitude and phase of the signal at each antenna element
to concentrate the transmission power on a narrow beam
toward the receiver, to result in a high signal gain. As a
result, it dramatically increases the signal to interference and
noise ratio (SINR) at the receiver, to compensate the increased
path loss at the mmWave band.

While beamforming significantly increases the reach
of base stations (BSs) in mmWave networks, it raises a
great challenge for UE association and scheduling, which is
a critically important problem for mmWave networks. In
mmWave networks, the UE association generally does not
rely on the distance to surrounding BSs, but depends on if a
UE is covered by a beam. This makes the UE association and
beamforming a joint optimization problem. The problem is
even more challenging as a BS usually cannot support all
beams to cover its UEs simultaneously. Instead, it has to
schedule its UEs/beams across multiple time slots, because
of the limitation on the power budget, as well as the limited
number of beamformers due to the high cost of RF chains.
Note that traditional cellular networks also schedule UEs
across time slots, but that is due to the limited spectrum
bandwidth at sub-6 GHz cellular bands.

The UE association and scheduling also has to consider
various other factors including heterogenous UE traffic
loads, the quality of service requirement for UEs, as well
as the beam interference, power allocation, UE fairness,
etc. More importantly, those factors are intermingled, which
makes the UE association and scheduling a fundamentally
challenging joint optimization problem. In this paper, we
propose a novel framework for UE association, scheduling,
and beamforming in mmWave networks, termed the cluster-
ing Based dOwnlink UE assOciation, Scheduling, beamforming
with power allocaTion (BOOST). The objective is to reduce the
transmission time for all UEs traffic, subject to the power
budget of BSs, number of beamformers of BSs, UE traffic
loads, and the required minimum SINR for each UE. Note
that reducing transmission time or latency is a key objective
of 5G. Moreover, in the context of this work, reducing
transmission time also contributes to increasing the network
capacity, another key objective of 5G.

Most of existing works on UE scheduling focused on
choosing a set of UEs for a time slot to maximize the sum
rate given the BS power budget. Several works chose a
group of UEs with orthogonal channels to maximize the
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sum rate (e.g., see [6]–[8]). The semi-orthogonal user selection
(SUS) chooses a UE with the largest channel gain at first,
and then in each subsequent iteration, selects a UE such
that its channel has the largest orthogonal component to
the subspace spanned by the previously chosen UEs [9]–
[11]. In [12], UEs are partitioned into groups, with each
group having similar channel covariance. In [13], a UE
clustering and set covering based scheme was developed
to minimize the transmit power in multi-BS networks. In
[14], a scheme was presented to maximize the harmonic
sum of UEs SINR in order to prioritize cell-edge UEs. The
switched random beamforming has also been studied in
the literature [15], [16], where a BS forms a beam in a
random direction. The channel chordal distance (Chord-Dis)
based scheme aims to maximize the sum rate, where UEs
are chosen based on their channel chordal distances, which
are a measure of orthogonality between UE channels (e.g.,
see [17]–[20]). The UE partitioning and beamforming (MUBFP)
scheme maximizes the group-average sum rate for a single
BS MU-MIMO system [21].

Most of existing works focused on BS-UE channels for
selecting UEs to maximize the sum rate. However, this often
results in a large transmission time to deliver all UEs traffic,
because to achieve a high sum rate, UEs with good channels
(high SINR) would be allocated with much more network
resources such as the transmit power and bandwidth. As
a result, the transmission time for UEs with poor channels
can be very large. Moreover, most of those works focused
on one BS, while the UE association among multiple BSs as-
sumed a simple scheme based on the received signal power.
BOOST jointly considers UE association among multiple BS,
UE scheduling, and beamforming altogether, to reduce the
transmission time of the entire network. Our contributions
are summarized below.

• We develop a clustering algorithm that capitalizes on
unique features of beamforming to group UEs into
clusters to reduce interference for beamforming.

• We develop a novel UE association scheme that ef-
fectively reduces interference and balance UE traffic
loads between BSs, to decrease the transmission time.

• We design a scheme for joint beamforming, power
allocation, and UE scheduling to reduce the trans-
mission time, subject to the BS power budget, UEs
traffic loads, and the minimum SINR at UEs.

The rest of the paper is organized as follows. The system
model is discussed in Section 2. Section 3 presents the
problem formulation. The BOOST framework is described
in Section 4. The performance evaluation is presented in
Section 5 and Section 6 concludes the paper.

2 SYSTEM MODEL

We assume BSs are connected to a cloud or a backend
management system of the network operator, through either
wired or wireless backhaul connections. The BSs informa-
tion, including the location, number of antennas, etc., is
known to the cloud which manages UE association and
scheduling. We also assume all BSs and UEs are synchro-
nized on both time and frequency for each time slot, in
which a set of UEs are scheduled for traffic transmission.
Table 1 lists major notations.

TABLE 1
Major notations

m,n, k index for BS, UE and beam, respectively
M,N ,K set of BSs, UEs, and beams, respectively
〈m, k〉 the k-th beam of the m-th BS
θmn,a(θmn) angle of arrival of UE n signal from BS m, and

the corresponding steering vector
bn, tn,m,k traffic load of UE n, and its transmission time

when served by beam 〈m, k〉
hmn channel gain vector between BS m and UE n
wmk beamforming weight vector of beam 〈m, k〉
pmk , po transmit power of beam 〈m, k〉 and power bud-

get in each BS
K maximum number of beamformers at a BS
In,m,k, λn,m,k, interference, rate, and SINR at UE n when it is
γn,m,k served by beam 〈m, k〉
γo minimum required SINR for UEs

2.1 mmWave Channel

Let N ,M and K be the set of UEs, BSs, and beams, respec-
tively. Let Nm ⊆ N be the set of UEs that can be covered by
BS m under the maximum range, which is determined by a
beam with the minimum beamwidth and the maximum BS
transmit power. Throughout the paper, we assume each BS
is equipped with an antenna array with L antenna elements,
and each UE has a single antenna. Nevertheless, BOOST
can be easily extended to accommodate UEs with multiple
antennas. Let K be the number of beamformers (or RF
chains) for a BS. Each beamformer can form one beam.
Note that the required processing power, design complexity
and fabrication cost of a BS grows with the number of
beamformers; hence a BS can only have a limited number
of beamformers. Let Km ⊆ K denote the set of beams of BS
m. For each beam k ∈ Km, let Nmk ⊆ Nm denote the set of
UEs that are inside beam k of BS m, called as beam 〈m, k〉.

Let dmn and PLmn denote the distance and average LOS
path loss, respectively, between BS m and UE n. According
to the 3GPP UMi-street canyon LOS model, the large scale
path loss in dB is given as [22]

PLmn[dB] = 10η log10

(
dmn
d0

)
+ 20 log10

(
4πd0 × 109

c

)
+ 20 log10 (f) + XσSF

, (1)

where η is the path loss exponent of the LOS path, d0 is
the close-in free space reference distance which is usually
1, c is the speed of light, f is the system frequency in
GHz, and XσSF

is a zero-mean Gaussian random variable
with a standard deviation σSF in decibels. Let θmn be the
angle of arrival (AoA) of UE n, i.e., the direction of the
downlink signal to UE n with regard to the BS m antenna,
and αmn be the complex power gain of small-scale fading
between BS m and UE n, which is modeled using a complex
Gaussian distribution, i.e., αmn ∼ CN (0, 1). We assume
a block fading channel between UEs and BSs, as in the
existing cellular and WLAN standards [12]. The channel
characteristics is about the same in the order of seconds.
The channel vector between BS m with L antenna elements
and UE n (n ∈ Nmk) with a single antenna is given as [15]

hmn =

√
L

PLmn
αmna(θmn), (2)
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where a(θ) is the response vector of the BS antenna when
the UE AoA is θ. The response vector for a uniform linear
array (ULA) at a BS is given as

a(θ) =
1√
L

[
1, e−j2πθ, . . . , e−j2π(L−1)θ

]T
, (3)

where (•)T denotes the transpose of a vector. The concate-
nated channel matrix formed by all UEs covered by BS
m is therefore written as Hm =

[
hm,1, . . . ,hm,|Nm|

]
. The

received signals at all UEs covered by BS m are given as

Ym = HH
mWmxm + z, (4)

where (•)H denotes the complex conjugate transpose, xm ∈
C|Nm|×1 is the vector of transmitted signals to UEs of BS m,
z ∈ C|Nm|×1 is the total noise, including the interference
and the Additive White Gaussian Noise (AWGN) with zero
mean and unit variance, Wm =

[
wm,1, . . . ,wm,|Km|

]
∈

CL×|Km| is the beamforming weight matrix of BS m, formed
by concatenating individual weight vectors w.

2.2 Downlink Transmission Time

In BOOST, each BS m constructs a set of unit-power beams,
denoted as {wm,1, . . . ,wm,|Km|}, with the power of each
beam ||w||2 = 1. As illustrated in Fig. 1(d), each beam serves
a group of UEs in a time slot. Let θ̂mk denote the direction of
the main lobe of beam 〈m, k〉, formed by wmk to serve the
UEs in Nmk. For a beam covering multiple UEs, the beam
direction θ̂mk may not be aligned exactly with the AoA of a
UE. Let θn,m,k = |θ̂mk−θmn| denote the difference between
the beam direction θ̂mk and the UE AoA θmn. By the cosine
antenna pattern of the ULA antenna, the effective channel
gain of UE n covered by beam 〈m, k〉 can be written as [23],
[24]

|hHmnwmk|2 ≈

{
L|αmn|2

PLmn
cos2

(
Lπθn,m,k

2

)
if θn,m,k ≤ 1

L ,

0 otherwise
(5)

where (•)H denotes the complex conjugate transpose, αmn
is the complex gain of the LOS path between BS m and
UE n, and PLmn is the average LOS path loss between BS
m and UE n. In (5), the UE channel gain is at maximum
when θn,m,k = 0, i.e., when the beam direction perfectly
matches the UE AoA. The cosine antenna pattern provides
a good approximation for the main lobe gain [23], [24]. Note
that the main impact of sidelobes is to cause interference to
other beams, which can be efficiently suppressed if there
is a sufficient angular distance between two beams, e.g.,
using the linearly constrained minimum variance beamforming
technique (to be discussed later). Therefore, in this paper,
we do not consider sidelobes.

Let pmk be the transmit power of beam 〈m, k〉. Let In,m,k
denote the total interference at UE n (n ∈ Nmk) from
all beams. Let σ2 be the thermal noise at a UE, which is
modeled as σ2 = No+10 log(v)+NF, where v is the system
bandwidth, No is the noise power spectral density and NF
denotes the noise figure at the UE. The received SINR at
UE n from beam 〈m, k〉 is given as

γn,m,k =
pmk|hHmnwmk|2

In,m,k + σ2
, ∀n ∈ Nmk. (6)

The total interference In,m,k is the summation of intra-BS
interference and inter-BS interference given as follows.

In,m,k =
∑

i∈Km\k

pmi|hHmnwmi|2︸ ︷︷ ︸
intra-BS interference

+
∑

j∈M\m

∑
l∈Kj

pjl|hHjnwjl|2︸ ︷︷ ︸
inter-BS interference

,

(7)
whereM denotes the set of BSs and Km denotes the set of
beams of BS m.

To achieve a certain quality of service for a UE, the SINR
at the UE has to be greater than or equal to a minimum SINR
γo, i.e.,

γn,m,k ≥ γo, ∀n ∈ Nmk. (8)

In order to maintain the minimum γo at all UEs in a beam,
the required transmit power pmk is obtained using (6)-(8) as

pmk = max
n∈Nmk

(In,m,k + σ2)γo
|hHmnwmk|2

. (9)

The transmit power vector for all beams of BS m is given as

pm =
[
pm1, . . . , pm|Km|

]
. (10)

In each time slot, the transmit power from all beams of a BS
must not be larger than the power budget po, i.e.,∑

k∈Km

pmk ≤ po, ∀m ∈M. (11)

We assume each UE n has a downlink traffic load bn
that needs to be delivered with a minimum SINR γo. Let
∆t be the length of each time slot. The minimum number
of time slots needed to carry the traffic load bn to the
UE is

⌈
bn

vn,m,k∆t log2(1+γn,m,k)

⌉
, where vn,m,k is the sum of

spectrum from all downlink sub-carriers assigned to UE n
and γn,m,k is the received SINR.

3 PROBLEM STATEMENT

As stated in the preceding section, we assume all BSs in
the network are synchronized on time and frequency at
each time slot. BSs schedule a set of UEs for downlink
transmission in each slot. Our goal is to minimize the
total number of time slots required to complete delivery
of all UEs traffic loads, subject to the BS power budget,
the minimum SINR requirement at UEs, and the number
of beamformers of BSs. If there are more than one UE in
a beam, the throughput capacity of the downlink channel
is shared among all UEs. The UEs can use a multiplexing
scheme to share resources, e.g., the time division multiple
access (TDMA), orthogonal frequency division multiple access
(OFDMA), or non-orthogonal multiple access (NOMA). In the
ensuing discussions, we assume OFDMA is used. Neverthe-
less, BOOST can be extended for NOMA and TDMA.

If UE n is scheduled in beam 〈m, k〉, the data rate for UE
n in slot t, denoted as λ[t]

n,m,k, is given as

λ
[t]
n,m,k = v

[t]
n,m,k log2(1 + γ

[t]
n,m,k), (12)
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where v[t]
n,m,k is the sum of spectrum from all downlink sub-

carriers assigned to UE n in the beam, and γ
[t]
n,m,k is the

SINR at UE n in time slot t. Let x[t]
nmk ∈ {0, 1} be a binary

variable to indicate if UE n is covered by beam 〈m, k〉 in
time slot t. If x[t]

nmk = 1, then the remaining traffic of UE n
to be transported in the next slot t+ 1 is given as

b[t+1]
n = max(0, b[t]n −∆tλ

[t]
n,m,k). (13)

To reduce the number of slots required to transmit traffic
from all UEs, we formulate the objective function to min-
imize the remaining UE traffic in each slot given in (13).
For the ease of description, we drop the time slot index t in
the formulation below. We want to find the values of xnmk,
pm (transmit power) in (10), and Wm (beamforming weight
matrix) in (4) for each BS. Let X denote the matrix [xnmk].
The UE association and scheduling can be formulated as a
nonlinear programming problem as below

min
X,pm,Wm

∑
n∈N

[bn − xnmkvn,m,k∆t log2(1 + γn,m,k)] (14)

s. t. C1 :∀n ∈ N ,
∑
m∈M

∑
k∈Km

xnmk ≤ 1

C2 :∀n ∈ N ,m ∈M, k ∈ Km, γn,m,k ≥ xnmkγo
C3 :∀m ∈M,

∑
k∈Km

pmk ≤ po

C4 :∀m ∈M, |Km| ≤ K
C5 :∀m ∈M, k ∈ Km,

∑
n∈Nmk

xnmkvn,m,k ≤ v

C6 : ∀n ∈ N ,m ∈M, k ∈ Km,
vn,m,k∆t log2(1 + γn,m,k) ≤ xnmkbn.

Constraint C1 guarantees each UE is associated with
only one BS and only one beam. C2 ensures the received
SINR at each UE is greater than the threshold. C3 ensures
the power allocated in all beams of a BS cannot surpass the
power budget po. C4 ensures the number of beams in a BS is
less than the number of beamformers K in a BS. C5 ensures
that the sum of allocated spectrum for all scheduled UEs in
a beam is not more than the available system bandwidth
v. C6 guarantees that the allocated spectrum to a UE is
no more than it needs to carry its traffic load in a time
slot. The second term of (14) is the weighted sum rate
maximization problem which has been proven NP-hard
[21], [25]. Therefore, in this paper, we develop a heuristic
framework, BOOST, to solve the optimization problem (14).

4 BOOST FRAMEWORK

In the literature, the UE discovery can be usually con-
ducted through two approaches: beam sweeping [26], [27]
or coexisting macrocells [28]. With the first approach, each
BS sweeps the whole angular space and transmits initial
signals, to discover UEs. This approach may result in a large
delay. With the second approach, the co-existing macrocells
such as LTE towers are used to discover UEs and send the
information to the cloud of the network operator, which can
achieve a low delay. Given that major cellular operators all
have deployed LTE systems, this is a practical approach.

Beamforming 
and UE traffic 
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UE clustering (CIC)
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UE
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1 2
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Fig. 1. BOOST framework: (a) a mmWave network with 2 BSs and 10
UEs, (b) UE clustering to reduce intra-BS interference, (c) UE associa-
tion to balance traffic and reduce inter-BS interference, (d-e) scheduling
UE traffic into two slots and forming beams, constrained by the power
budget and UE SINR requirement.

Through UE discovery, the UEs information, including
locations and AoAs, is known to the network operator.
BOOST resides in the cloud of the operator to optimize UEs
association and scheduling. Specifically, for given UE traffic
loads, BOOST finds the optimal number of beams for each
BS, assigns UEs to be covered by each beam, computes the
beamforming vectors, and allocates spectrum for UEs and
power for all beams in each slot, until the traffic of all UEs is
delivered. The objective is to reduce the network transmission
time, i.e., the total number of time slots required to deliver
the UEs traffic, subject to the BS power budget, number of
beamformers for BSs, and minimum UE SINR.

As illustrated in Fig. 1, BOOST contains three stages: 1)
UE clustering for interference control (CIC), 2) traffic balancing
UE association (TUA), and 3) beamforming and UE traffic
scheduling (BAS). In our experiments, we have observed that
if a group of UEs are close to each other, then forming
multiple beams to individual UEs creates significant inter-
ference between those beams. Therefore, for each BS, we
first group its UEs into clusters with a CIC algorithm, based
on their AoAs and spatial distances. The clusters have a
radial shape with the BS as the center, as illustrated in Fig.
1(b). In the CIC stage, the UEs of a BS refer to the UEs that
can be reached with the maximum range of the BS through
beamforming. Many UEs may be reached by two or more
BSs. Hence, different BSs can have overlapping clusters due to
such UEs. For example, in Fig. 1(b), CIC forms nine clusters
for a network with ten UEs and two BSs. The three clusters
of BS2 are all overlapped with clusters of BS1. There are 7
overlapping UEs included in these overlapping clusters.

While the BS association for non-overlapping UEs is
straightforward, since each of them can be reached by only
one BS, it is a challenge to properly associate overlapping
UEs such that the network transmission time is minimized
while the inter-BS interference is avoided or significantly
reduced. As illustrated in Fig. 1(c), TUA smartly associates
overlapping UEs to the clusters based on the cluster trans-
mission time, to achieve this objective. The CIC and TUA
algorithms are re-run when there is a significant change to
the channel. Typically the channel characteristics between a
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UE and a BS remains about the same in the order of seconds.
Therefore, the CIC and TUA algorithms do not result in
significant overhead.

Due to the power budget constraint, and the minimum
SINR requirement, a BS often cannot form beams to cover
all clusters simultaneously, with one beam to cover one
cluster. Hence, BAS has to schedule the beams of a BS
across a number of time slots. For example, the clusters in
Fig. 1(c) have to be covered across two slots illustrated in
Fig. 1(d) and (e). In each slot, BAS computes beamforming
vectors for selected clusters, allocates the transmit power
for each beam, and allocates spectrum for each UE in the
beam to carry its traffic. At last, some beams may each have
to be scheduled across multiple time slots, as the traffic
transportation for the covered UE set cannot be finished
in one slot. For example, in Fig. 1(d) and (e), the beams
covering UE sets {3, 4}, {6, 7}, and {8, 9} are scheduled
across two time slots while the beams covering sets {1, 2},
{5}, and {10} are scheduled in one slot. The objective of
BAS is to minimize the network transmission time, i.e., the
number of slots to finish traffic delivery for all beams/UEs.
Next, we describe each component of BOOST in details.

4.1 UE Clustering for Interference Control (CIC)
Clustering is generally NP-hard [29]. Hence, in practice,
heuristic algorithms are widely used. The challenge for
clustering UEs is that unlike classic clustering that typically
uses the spatial distance, we have to take beamforming
into account. Furthermore, we also have to design the CIC
algorithm to help achieving the objective of BOOST, reduc-
ing latency. In this paper, we design a heuristic clustering
algorithm to reduce the interference between beams, and
increase the average SINR at UEs in each cluster, both of
which help to increase capacity and reduce latency. More-
over, UEs are grouped based on both AoAs (with regard to
the BS) and the spatial distance.

Algorithm 1 describes the CIC algorithm. At the begin-
ning each UE is treated as a cluster with the corresponding
AoA for beamforming direction. We use the equal power
allocation for all clusters of a BS to compute the UE SINR.
In each successive iteration, the CIC algorithm identifies
two best candidate clusters such that merging them could
increase the UE SINR (line 7–9). We select two candidate
clusters with the minimum angular distance, which also
needs to be not larger than 1/L (line 4), because the beam-
forming gain approaches zero by (5) if it is larger than 1/L.
This process continues until we cannot find such candidate
clusters or all UEs are processed. The CIC algorithm output
is the set of UE clusters in K. Note that we do not limit
the number of beams, nor consider the inter-BS interference
between beams in the CIC stage, which will be taken care
by TUA and BAS.

Both CIC and TUA use the cosine pattern channel gain
given in (5) to compute the UE interference and SINR by (7)
and (6), respectively, while BAS computes the actual channel
gain and SINR using the beamforming vector.

4.2 Traffic Balancing UE Association (TUA)
In BOOST, the CIC algorithm groups UEs into clusters for
each BS independently, assuming the maximum range for

Algorithm 1: UE Clustering for Interference Control

Input: UE set Nm of BS m, AoAs θ̂, transmit power po
1 Let each UE be a cluster, with the set of clusters
Km = {{1}, . . . {|Nm|}}, and their AoAs
θ̂ = {θ̂1, . . . , θ̂|Nm|}

2 X ← ∅
3 while Nm \ X is not empty do
4 Select two clusters (i, j) = argmin

(s,k)∈Km,s6=k
|θ̂s − θ̂k|

such that |θ̂s − θ̂k| ≤ 1/L
5 if (i, j) is empty then
6 break

7 Find the UE SINR in the combined cluster
h = (i, j) and other clusters in Km except i and j,
each with power po

|Km|−1 using (6)
8 if min. SINR for UEs in cluster h is greater than the

min. SINR in both clusters i and j then
9 Use cluster h to replace clusters i, j in Km, and

accordingly update the AoAs θ̂.

10 else
11 Add all UEs in clusters i and j to X

12 Output: Km as the set of clusters of BS m

the BS. Nevertheless, we should not directly form beams
to cover those clusters, because clusters from different BSs
can overlap with each other, resulting in significant inter-BS
interference. TUA selects a unique BS (or the corresponding
cluster) for each overlapping UE (belonging to more than
one cluster), so that each overlapping UE goes to one
cluster only and there is no overlapping any more between
clusters. The objective of TUA is to reduce the transmission
time, which is closely relevant to the traffic load. This is
achieved through two techniques. First, to reduce the net-
work transmission time, BOOST smartly balances UE traffic
load between BSs. Second, to reduce the transmission time
for a cluster, BOOST balances transmission times of UEs in
the cluster, i.e., avoids the situation where some UEs in the
cluster have completed traffic transmission, and other UEs
have significant residual traffic to be transmitted. In other
words, we would like the transmission time for every UE in
the cluster to be the same. Hence we allocate spectrum for
each UE in proportion to its traffic load and received SINR.
Next, we find the transmission time for a cluster.

Let Smk ∈ Km denote the k-th UE cluster of BS m
obtained by the CIC algorithm. The UEs in cluster Smk are
covered by the corresponding beam 〈m, k〉 from BS m. Let
γn,m,k and bn denote the received SINR and traffic load of
UE n ∈ Smk, respectively.

Theorem 1. Let v denote the total system bandwidth. If the
system bandwidth is allocated to UEs of Smk in proportion to their
traffic loads and SINR, i.e., bn

log2(1+γn,m,k) , the transmission time
for cluster Smk, denoted as t(Smk), is equal to the transmission
time of every UE, and is given as

t(Smk) =
∑
i∈Smk

bi
v log2(1 + γi,m,k)

. (15)
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Proof. Let vn,m,k denote the spectrum share for UE n ∈ Smk,
the required transmission time for UE n, denoted as tn,m,k,
is given by

tn,m,k =
bn

vn,m,k log2(1 + γn,m,k)
. (16)

If we allocate spectrum for each UE in proportion to its
traffic load and received SINR, then the spectrum share for
UE n can be written as

vn,m,k =
βnv∑
i∈Smk

βi
, (17)

where βn is the coefficient used for spectrum share of UE n,
and is computed using its traffic load and SINR as below

βn =
bn

log2(1 + γn,m,k)
. (18)

After substituting βn into (17), the spectrum share for
UE n is derived as follows

vn,m,k =
vbn

∏
i∈Smk,i6=n log2(1 + γi,m,k)∑

i∈Smk
bi

[∏
j∈Smk,j 6=i log2(1 + γj,m,k)

] . (19)

After substituting vn,m,k into (16), the transmission time
for UE n, tn,m,k, becomes

tn,m,k =
bn

vn,m,k log2(1 + γn,m,k)
=
∑
i∈Smk

bi
v log2(1 + γi,m,k)

.

(20)
It is clear that by (20), the transmission time to complete

traffic delivery to every UE in Smk is the same, i.e., t1,m,k =
· · · = t|Smk|,m,k. Hence, (20) also denote the transmission
time t(Smk) for cluster Smk. �

Next, we use the cluster transmission time in (15) as the
cost metric for UE association, to balance traffic amount and
UEs between BSs, with the objective to reduce the network
transmission time. For a BS, some of its clusters may be
overlapped with clusters of other BSs, while others are not,
as illustrated in Fig. 2. Note that the clusters of the same BS
do not overlap with each other. Let L denote the set of UE
clusters of all BSs which is obtained by the CIC algorithm.
Let R denote the set of non-overlapping clusters in L, i.e.,

R ={Si | Si ∈ L and ∀Sj ∈ L\Si, j 6= i, Si∩Sj = ∅}. (21)

Let Rm ⊆ R denote the set of non-overlapping clusters
of BS m. We define the cost of BS m, denoted as cm, as
the transmission time of the BS, which is the maximum
transmission time of its clusters. This is used in the TUA
algorithm to determine which BS an overlapping UE should
be associated to. However, the challenge is that we do not
know the transmission times of overlapping clusters until
the association of overlapping UEs is completed. Hence,
during the execution of the TUA algorithm, we set the
BS cost as the maximum transmission time of its clusters
that have been processed so far. Initially, the BS cost is set
as the maximum transmission time of the non-overlapping
clusters, i.e.,

Algorithm 2: Traffic Balancing UE Association (TUA)
Input: Clusters L from CIC, UE set N
Output: Clusters L̄ with UEs uniquely associated

1 L̄ ← L \ R. X =
⋃
S∈R S

2 Compute the initial cost vector c of |M| BSs by (22)
3 while X 6= N do
4 Select a cluster S∗ = argmax

S∈L̄

∑
n∈S bn and

S∗ \ X 6= ∅
5 Select a UE n∗ = argmax

n∈S∗\X
‖hn‖2

6 Let {S̄1, . . . , S̄j , . . . , S̄J | n∗ ∈ S̄j ∈ L̄} denote the
clusters in L̄ that include n∗

7 For 1 ≤ j ≤ J ,
Sj = {n∗}

⋃
{n|n ∈ S̄j , ‖hn‖2

> ‖hn∗‖2}
8 if n∗ is an overlapping UE, i.e. J > 1 then
9 For 1 ≤ j ≤ J , compute the temporary cost of

the BS of Sj , c′m(Sj) = max(cm(Sj), t(Sj))

10 j∗ = argmin
1≤j≤J

c′m(Sj)

// Associate UE n∗ to BS m(Sj∗)
11 For any S ∈ L̄, S 6= Sj∗ , S ← S \ Sj∗
12 Update BS m(Sj∗) cost cm(Sj∗ ) = c′m(Sj∗ )

13 X = X
⋃
Sj∗

14 else
15 If t(S1) > cm(S1), let cm(S1) = t(S1)
16 X = X

⋃
S1

cm = max
s∈Rm

(t(s)), or 0 if Rm = ∅. (22)

It is updated whenever an overlapping cluster of the BS is
processed in the TUA algorithm. That is, cm dynamically
changes whenever a UE is associated to BS m.

TUA only needs to be applied on UEs in overlapping
clusters. TUA associates an overlapping UE (belonging to
more than one cluster) to the right cluster, such that the
interference between BSs is reduced. In the ensuing discus-
sions, for the ease of description, we interchangeably refer to UE
association to a cluster as to the BS of the cluster. Algorithm 2
illustrates the TUA algorithm. The main idea is that for
each overlapping UE n, we associate it with the cluster
that results in the lowest BS cost. This in turn results
in a smaller network transmission time. In the algorithm,
X denotes the UEs that have been associated so far. In
each iteration, TUA picks a cluster S∗ that has the high-
est traffic load. Then it chooses an unprocessed UE n∗ in
cluster S∗ with the highest channel gain. Next, TUA finds
all other clusters that overlap due to UE n∗, denoted as
{S̄1, . . . , S̄j , . . . , S̄J | n∗ ∈ S̄j ∈ L̄}. UE n∗ is associated
to the cluster that results in the lowest BS cost (lines 9–
13). While associating n∗, we bundle it with the UEs with
a higher channel gain as they are likely to be associated
together. Hence, in Algorithm 2, {S1, . . . , Sj , . . . , SJ} are
used instead of {S̄1, . . . , S̄j , . . . , S̄J}.

Fig. 2 illustrates the main idea of TUA, where S1 and S2

are overlapping clusters, with UE b being an overlapping
UE. Fig. 2(b) illustrates the BS costs before processing UE
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(b) 

BS1

BS2a

b c

Non-overlapping cluster
BS1 BS2 BS1 BS2 BS1 BS2

BS costCluster transmission time Network transmission time  

(c) (d) (a)

Fig. 2. UE association by TUA, (a) a 2-BS network, (b) before processing UE b, (c) associating b to S1, (d) associating b to S2

b, which are the transmission times of clusters S3 and S4,
respectively. Fig. 2(c) and (d) illustrate the BS cost change
if we associate b to cluster S1 or S2. In option 1, the BS1
cost changes to the transmission time of cluster S1, as it
is larger than the transmission time of cluster S3. However,
this is still lower than the BS2 cost. Hence the network trans-
mission time is still the BS2 cost, which slightly increases
due to the power splitting to cover UE c. In option 2, UE
b is associated to cluster S2. To cover both b and c, BS2
needs to split more power, and hence the transmission time
of S4 increases further, which results in a higher network
transmission time compared with option 1. Hence TUA
selects option 1.

4.3 Beamforming and UE Traffic Scheduling (BAS)
Given the UE clusters obtained by TUA, the BAS algorithm
schedules which clusters into a time slot. Then it computes
the BS beamforming weight vectors, and allocates power for
each beam. Through scheduling as much traffic as possible
into every slot, BAS aims to reduce the number of time slots
required to deliver traffic of all UEs subject to the BS power
budget, UE SINR requirement, and UE traffic loads.

4.3.1 Beamforming Weight Vector
We use the linearly constrained minimum variance (LCMV)
scheme to compute beamforming weight vectors [30, p.513].
LCMV is able to suppress the power response toward the
directions of other beams if there is a sufficient angular
space from those beams. To achieve a complex gain g∗ in
the UE direction θ, the weight vector w needs to satisfy
a(θ)Hw = g∗, where a(θ) is given in (3). Let Aθ =
[a(θ1), . . . ,a(θk)] be the constraint matrix for total k UEs of
a BS, with AoAs θ = {θ1, . . . , θk}. Let f be the k-dimension
single column response vector of the k UEs. The covariance
matrix of the k UE signals R = E

[
hhH

]
= L|α|2

PL AθA
H
θ ,

where h is a matrix consisted of the k UE channel vectors
given in (2), L is the number of antenna elements of a BS,
PL is the path loss vector of the k UEs, and α is the complex
gain vector of the k UE signals. The LCMV beamforming to
minimize the transmit power is formulated as

min{wHRw} subject to AH
θ w = f . (23)

The closed-form solution of (23) is obtained as follows
using the Lagrange multiplier method

w = R−1Aθ(A
H
θ R−1Aθ)

−1f . (24)

By choosing an appropriate weight vector for each UE
cluster, it is possible to approximately eliminate or sig-
nificantly reduce the interference between beams, as long
as they are sufficiently separated in the angular space.
The time complexity of the LCMV beamforming in (24) is
Θ(max(kL2, L2.373)) assuming L ≥ k, where L2.373 is the
matrix inverse time for an L× L matrix.

4.3.2 Interference Controlled Power Allocation
While BAS schedules a cluster into a time slot, it may select
to cover only a subset of UEs in the cluster. Let F denote the
list of UE sets to be scheduled in a slot. Let Fi denote the
ith set in F . Let mi denote the corresponding BS for set Fi.
For the UE sets Fi (1 ≤ i ≤ |F|), we construct the constraint
matrix Aθ , the corresponding covariance matrix R, and the
response vector f . Then we use (24) to compute |F| number
of normalized weight vectors w1, . . . ,w|F|, where wi is for
set Fi. By (9), the transmit power allocated to the beam to
cover set Fi is computed as

pi = maxn∈Fi

(
(In + σ2)γo
|hHmi,nwi|2

)
, ∀ 1 ≤ i ≤ |F| (25)

where hmi,n is the channel vector between BS mi and UE n,
γo is the required minimum SINR threshold for all UEs, and
σ2 is the noise power in the AWGN channel at the UE.

The power computed by (25) is the minimum power to
ensure the SINR threshold for UEs. If a BS has more power
than needed for its beams, the following theorem states
that the residual power can be allocated to the beams in
proportion to their minimum power, while achieving higher
SINRs for all UEs.

Theorem 2. Let pm denote the power vector of the beams of
BS m computed by (25) and pmi denote the power of beam <
m, i >. Let γn,m,i(pm) denote the SINR of UE n in beam <
m, i > under power allocation pm. If

∑
i pmi < po, the power

allocation p′m = po∑
i pmi

pm meets the BS power constraint po,
while the UE n SINR γn,m,i(p

′
m) is larger than the original

SINR γn,m,i(pm).

Proof. The total transmit power of the BS under p′m is∑
i

po∑
i pmi

pmi = po∑
i pmi

∑
i pmi = po. Hence it meets the
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power budget requirement. With BS power vector pm, the
SINR at UE n is given by (6) as γn,m,i(pm) =

pmi|hH
mnwmi|2

In,m,i+σ2 ,
where σ2 is the noise power and In,m,i is the sum of intra-BS
and inter-BS interference at UE n given by (7). As the CIC
algorithm ensures that AoAs of UEs in different clusters of
the same BS are spatially separated by at least 1/L, where
L is the number of antennas at BS, the constraint in (23)
guarantees negligible interference between UEs in different
clusters of the same BS. That means the normalized intra-
BS interference at UE n from other beams 〈m, j〉, j 6= i, is
approximately 0, i.e.,

∑
j∈Km\i

|hHmnwmj |2 =
∑

j∈Km\i

L|αmn|2

PLmn
|aH(θmn)wmj |2 ≈ 0,

where αmn is the signal path complex gain, PLmn is the
path loss, and aH(θmn) is the BS m antenna response vector
toward the direction of UE n. For clusters from different
BSs, the inter-BS interference becomes very high if the
angular spatial separation between clusters is small. Line 12
of Algorithm 3 (to be discussed) effectively prevents such
significantly interfering beams of different BSs from sched-
uled in the same slot. This technically reduces the inter-BS
interference to be close to zero. Thus, the normalized inter-
BS interference at UE n from beams 〈k, l〉, k 6= m, is∑

k∈M\m

∑
l∈Kk

L|αkn|2

PLkn
|aH(θkn)wkl|2︸ ︷︷ ︸

≈0

≈ 0.

As a result, increasing power in one beam does not
cause significant interference to another beam since both
interference I ′n,m,i with power p′m and interference In,m,i
with power pm are very small. If

∑
i pmi < po, we have

p′mi > pmi by the allocation of residual power. Therefore,
we have

γn,m,i(p
′
m) =

p′mi|hHmnwmi|2

I ′n,m,i + σ2
≈ p′mi|hHmnwmi|2

σ2
>

pmi|hHmnwmi|2

σ2
≈ pmi|hHmnwmi|2

In,m,i + σ2
= γn,m,i(pm).

�

4.3.3 UE Scheduling
The UE scheduling has two components. First, for each BS, it
selects which UE clusters for transmission in the current slot,
subject to the BS power budget and number of beamformers.
We use a greedy scheme to select clusters with larger traffic
loads. Second, for a selected cluster for the current slot,
depending on its total traffic load, the UE scheduling may
select all UEs in the cluster, or a subset of UEs, or even a
single UE for transmission. We introduce two propositions
for selecting UEs in a cluster.

Proposition 1. Let ∆b denote the traffic load that can be delivered
with SINR γo in a slot duration. If the total traffic load of a cluster
S is less than ∆b, i.e.,

∑
n∈S bn ≤ ∆b, the transmission time for

cluster S can be reduced by (|S| − 1) slots if a single beam is
formed to cover all UEs in S rather than one beam per UE (multi-
user beamforming).

Proof. If one beam per UE is formed for all UEs simulta-
neously, the interference between beams is typically very
high as those UEs are very close to each other. Hence, the
minimum SINR cannot be met. To avoid interference, each
UE has to be scheduled into a different slot. Note that even
though the transmission of the traffic of one UE needs only
a fraction of slot duration, it is usually not possible to form a
beam for another UE in the middle of a slot [31]. This results
in total |S| slots. In contrast, if one beam is formed to cover
all UEs in the cluster, the total traffic can be transmitted
in one slot, reducing the transmission time by (|S| − 1)
slots. �

Proposition 2. For a cluster S , if maxn∈S bn < ∆b and∑
n∈S bn > ∆b, i.e., the traffic load of any single UE is smaller

than ∆b but the total load is larger than ∆b, then a subset of UEs
S ′ = argmin

s⊆S

(
[∆b −

∑
n∈s bn] ≥ 0

)
can be scheduled into the

current slot. This helps to reduce the cluster S transmission time.

Proof. The total UE traffic load of S ′ is not larger than
∆b. Hence by Proposition 1, the traffic transmission to all
UEs in S ′ can be completed in one slot, by forming one
beam to cover all UEs. Moreover, scheduling S ′ into the
current slot minimizes the remaining traffic of cluster S to be
transmitted in future slots. If such scheduling is repeatedly

Algorithm 3: Beamforming and UE Traffic Scheduling

Input: UE clusters L̄, UE traffic b[t] at slot t
Output: Remaining UE traffic b[t+1] for slot t+ 1

1 F ← {∅}. L = L̄ ∪R
2 while L 6= ∅ do

3 s∗ = argmax
s

(∑
n∈s,s∈L b

[t]
n

)
4 if # of clusters in F for the BS of s∗ < K then
5 Let s′ = s∗ and select a UE in s′ with max.

traffic, i.e., n∗ = argmax
n∈s′

(
b
[t]
n

)
6 if b[t]n∗ ≥ ∆b then
7 s′ = {n∗}

8 else if
∑
n∈s∗ b

[t]
n > ∆b and b[t]n∗ < ∆b then

9 s′ = argmin
s⊆s∗

(
[∆b −

∑
n∈s b

[t]
n ] ≥ 0

)
10 F ← F ∪ {s′} // Add s′ to F
11 Compute w1, . . . ,w|F| and p =

[
p1, . . . , p|F|

]
by (24) and (25)

12 if sum of power of all beams of any BS is greater
than po then

13 F ← F \ s′

14 L ← L \ s∗

15 For all m ∈M, update pm as pm = po∑
i pmi

pm by

Theorem 2
16 Compute the SINR γ

[t]
n , bandwidth w[t]

n , and
remaining traffic b[t+1]

n for each UE in the clusters in F
by (6), (19), and (13)

17 Remove a UE from N and all clusters in L̄ ∪R if its
traffic delivery can be finished in this slot
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applied on cluster S , the total cluster transmission time is
effectively reduced. �

Algorithm 3 illustrates the BAS algorithm. In each iter-
ation, BAS chooses a cluster s∗ with the maximum traffic
load (line 3). It then schedules UEs of s∗ to the current slot
as follows. First, if the maximum-load UE n∗ has a traffic
load larger than ∆b, then schedule only UE n∗ in the current
slot (line 7). Otherwise, if the total traffic load of all UEs in s∗

is larger than ∆b, then by Preposition 2, schedule a subset
s′ ⊂ s∗ to this slot (line 9). At last, if the total traffic load
of all UEs in s∗ is smaller than ∆b, then by Preposition 1,
schedule the entire s∗ to this slot. The beamforming weight
vectors and transmit power vectors for all clusters in F are
then computed (line 11). Next, every BS is checked and
enforced for the power budget constraint (line 12). This is
a critical step to prevent significant interference between
beams from different BSs to transmit in the same slot, as
such interference likely results in violation of the BS power
constraint. The power allocation in line 15 follows Theorem
2. The BAS algorithm continues for the next time slot, until
the traffic of all UEs is scheduled.

5 PERFORMANCE EVALUATION

We evaluate the performance of BOOST comparatively with
three state-of-the-art UE scheduling schemes in the liter-
ature: MUBFP [21], Chord-Dis [17], and SUS [10]. Those
three schemes use multiuser beamforming, where one beam
is formed for each UE. Table 2 lists system parameters used
in simulations. We assume BSs have a ULA antenna with
64 elements. UEs are equipped with a single antenna. The
sample networks are in a [300× 300] m2 outdoor area, with
4 BSs and 100 active UEs. The BSs positions are evenly
distributed in the network. The UEs are distributed in three
patterns; spread, grouped, and dense. With the spread UE
distribution, UE locations are randomly generated in the
network area. With the grouped UE distribution, 20 UE
groups are created first and then each of the 100 UEs ran-
domly selects a group. Each BS is assigned with 5 groups.
Note that this assignment of groups to BSs is for the sole
purpose of generating UE locations, irrelevant to the actual
UE association. For each group, we randomly generate a
20 or 25-degree sector with regard to its BS. For each UE,
we generate a random angle within the sector of its group,
and a random distance between 10 m and 106 m from the
BS of its group. The dense UE distribution is similar to the
grouped UE distribution, but with 3 UE groups for each BS.
In the experiments, the LCMV beamforming scheme is used.
The reference signal received power based UE association is
used in MUBFP, Chord-Dis, and SUS. The OFDMA scheme
is assumed for spectrum sharing among UEs in a beam.
The time slot duration is assumed 0.125 ms, which is one
of the slot durations defined in 3GPP [32]. The required
minimum SINR γo is set to 15 dB which is needed to use
high rate modulation schemes [31]. The traffic load of each
UE is randomly generated between 12.5 KB and 250 KB,
following a uniform distribution. Note that this is not the
UE data rate, but the traffic amount of the UE. As the UE
location from the UE discovery may be inaccurate, we use a
Gaussian distribution with a zero mean and 0.5 m standard

TABLE 2
System parameters

Parameter Value
System operating frequency 73 GHz
Number of BSs 4
Number of UEs 100
Network dimension [300× 300] m2

Number of antennas in ULA 64
Adjacent antenna spacing ∆d in ULA λ/2
Number of beamformers K per BS 10
System bandwidth (FDD duplex mode) 400 MHz
Time slot duration ∆t 0.125 ms
LOS path loss exponent η 2.1
Minimum required SINR γo at UE 15 dB
Noise power spectral density No −174 dBm/Hz
Noise figure NF at UE receiver 6 dB

TABLE 3
Transmission time improvement of BOOST

UE Pattern vs. MUBFP vs. Chord-Dis vs. SUS
Spread 29% 29% 24%

Grouped 41% 32% 28%
Dense 40% 30% 28%

deviation to model the error on the UE X and Y coordinates
from the UE discovery [33]. The location error of UEs, i.e.,
the distance between the actual UE location and the reported
location by the UE discovery, ranges from 0.1 m to 1.6
m. The experiment results using larger standard deviation
values have similar trends and are omitted due to the space
limitation.

Fig. 3 illustrates the average network transmission time
as a function of the BS power budget po, for 50 experiments
using different seeds for UE location generation. Each data
point indicates the network transmission time to complete
delivery of the traffic loads of all UEs. Overall, BOOST
significantly outperforms other schemes, thanks to its ef-
fective UE clustering, association, and scheduling, which
altogether make it possible to form beams with significantly
reduced interference. Moreover, BOOST not only achieves
lower transmission time but also a better confidence inter-
val. The 95% confidence interval of the transmission time
from the 50 experiments is 0.15, 0.54, 0.33, and 0.53 ms
for BOOST, MUBFP, Chord-Dis, and SUS, respectively. From
the ‘spread’ to the ‘dense’ UE distribution, the transmission
time increases. This is because the interference between
beams increases. Thus a smaller number of beams can be
scheduled in each slot to maintain the minimum SINR re-
quirement at UEs. Table 3 illustrates the percentage decrease
of the average transmission time of BOOST, with respect to
MUBFP, Chord-Dis, and SUS. Averaging over the three UE
distributions, BOOST reduces the transmission time by 37%,
30%, and 26%, respectively.

Next we evaluate the sum rate of UEs with regard to
the BS power budget, as plotted in Fig. 4. BOOST clearly
outperforms other schemes on the sum rate as well. Table 4
illustrates the percentage increase of the average sum rate of
BOOST compared with other schemes. On average, BOOST
achieves 56%, 43%, and 34% gain, respectively. From the
‘spread’ to the ‘dense’ UE distribution, the sum rate de-
creases in all schemes, due to the higher interference as
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Fig. 3. Transmission time vs. BS power budget under 3 UE distributions: (a) spread, (b) grouped, and (c) dense
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Fig. 4. Sum rate vs. BS power budget under 3 UE distributions: (a) spread, (b) grouped, and (c) dense

TABLE 4
Sum rate increase of BOOST

UE Pattern vs. MUBFP vs. Chord-Dis vs. SUS
Spread 36% 41% 29%

Grouped 67% 46% 36%
Dense 65% 41% 36%

discussed above.
The above discussions are for the average performance

among 50 experiments under each UE distribution. Next
we examine how dispersed the results of individual ex-
periments are. Figs. 5 and 6 plot the probability density
distribution (PDF) of the network transmission time and
UE SINR, respectively, obtained from 50 experiments under
each UE distribution, given the BS power budget po = 35
dBm. The PDF results with different values of simulation
parameters such as the power budget, minimum SINR, and
slot duration exhibit similar trends and are omitted. From
Fig. 5, BOOST has a smaller spread on both the transmission
time and SINR. This indicates that BOOST can smartly
adapt to different networks to achieve good performance
in all scenarios. In contrast, other schemes cannot adapt
to different networks well, i.e., their performance is good
for some networks, but poor for others. In particular, the
spread of UE SINR for BOOST is much smaller than the
ones of other schemes. This demonstrates the advantage
of BOOST–effectively guarantees a required SINR for each
UE while wisely provides just enough SINR to all UEs,
through smartly clustering and associating UEs to different

clusters/beams. In contrast, other schemes result in highly
dispersed SINR for different UEs.

At last, we evaluate the UE fairness on the transmission
time using the Jain index, which ranges from 0 (worst
fairness) to 1 (best fairness). It is at the maximum when
the transmission time for all UEs is the same regardless of
their traffic loads and locations in the network. Fig. 7 plots
the mean and 95% confidence interval of the Jain index from
all experiments. BOOST clearly outperforms other schemes,
on both the Jain index value and the confidence inter-
val. Furthermore, the fairness of BOOST is similar among
all three UE distributions. Together with the much better
confidence interval in all three cases, again, this indicates
that BOOST can smartly adapt to different networks and
achieves similar fairness. On the other hand, other schemes
have significantly worse confidence intervals as well as dis-
persed fairness across three UE distributions, which means
the fairness has a large variance across different networks.

6 CONCLUSION AND FUTURE DIRECTIONS

We have developed a novel clustering Based dOwnlink UE
assOciation, Scheduling, beamforming with power allocaTion
(BOOST) framework for mmWave networks, with the objec-
tive to reduce the network transmission time for given UE
traffic loads, subject to the BS power budget, minimum UE
SINR requirement, and number of beamformers. We have
compared BOOST with three state-of-the-art schemes on the
transmission time, sum rate, SINR, and UE fairness. Overall
BOOST significantly outperforms them. On average, BOOST
reduces the transmission time by 37%, 30%, and 26%, and
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Fig. 5. PDF of transmission time under (a) spread, (b) grouped, and (c) dense UE distribution, with po = 35 dBm
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Fig. 6. PDF of UE SINR under (a) spread, (b) grouped, and (c) dense UE distribution, with power budget po = 35 dBm
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Fig. 7. Average Jain index of transmission times with 95% confidence
interval under (a) spread, (b) grouped, and (c) dense UE distribution,
with power budget po = 35 dBm

achieves a sum rate gain of 56%, 43%, and 34%, respectively,
compared with other three schemes.

In this paper, we consider only the LOS paths between
UEs and BSs. However, by the 3GPP model, the probability
of a LOS path decreases with regard to the distance. Hence,
for future directions, we plan to consider NLOS paths
between UEs and BSs.
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